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Knowledge Base

• Triples of subj-pred-obj
(ℎ, 𝑟, 𝑡)
• Knowledge graph
• Each entity is a node
• Two related entities linked by a 

directed edge (predicate)
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Simple questions  vs.  Compositional questions

叶莉
Li Ye

姚明
Ming Yao

婚姻
marriage

190cm

身高 height

中文语义知识库

226cm

身高 height

Simple question
姚明身高多少？ How tall is Ming Yao?
姚明 '()*'+	226cm

Compositional question
姚明妻子身高多少？ How tall is Ming 
Yao’s wife?
姚明-.//).*(		叶莉'()*'+	190cm
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Pure	Template	Extraction	model
Template Collection
For a specific relationship r
1. Extract templates by replacing topic 

entity with a special token (SUB) in 
each question.

2. Collect all the templates concerning r
to form a template pool.

Selective Generation
Given a factual triple <h, r, t>
1. Randomly select a template from r ’s 

template pool.
2. Generate questions by replacing the 

special token (SUB)  in the selected 
pattern.



Template-based	seq2seq	model
Triple	Encoder
Given	a	triple	fact	𝐹 =< 𝑡, 𝑝, 𝑜 >
• Topic	entity	𝑡 = 𝑡9, 𝑡:,⋯ , 𝑡<
• Relation	predicate	𝑝 = {𝑝9, 𝑝:,⋯ 𝑝>}
• Object	entity	o = {𝑜9, 𝑜:,⋯𝑜A}

Ø Input:	𝑤 = 𝑡9, 𝑡:,⋯ , 𝑡<, 𝑆𝐸𝑃, 𝑝9, 𝑝:,⋯ 𝑝> ∈ ℝ>H<H9
Ø Encoder	state:	ℎI =LSTM	(ℎIJ9,	𝑤IJ9)



Template-based	seq2seq	model
Template	Decoder
Given	encoder	states	𝐻 = {ℎI}IL9M and	previous	generated	tokens	𝑦OI
Ø Probability	of	Generating	next	token	

𝑃 𝑦I 𝐻, 𝑦OI = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊V W tanh	(𝑊I[𝑠I, 𝑎I]))
Ø Decode	states

𝑠I =LSTM	(𝑠IJ9 ,	𝑦IJ9)
Ø Attention	vector

𝑎I = ∑ 𝛼I`M
`L9 ℎ`

𝛼I` =
a* b+,')

∑ c V+,def
egh

								𝑔 𝑠I, ℎ` = tanh	(𝑊jℎ`) W tanh	(𝑊k𝑠I)



Case	Study
Ø Misleading	questions	

generated	by	pure	
template-based	method	
are	marked	in	red.	

Ø Questions	that	generates	
wrong	subjects	entities	of	
the	corresponding	facts	
are	marked	in	green
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Dataset and	metrics

Ø Knowledge	base: Chinese	KB	from	NLPCC2017	KBQA challenge

Statistics of the NLPCC2017 Chinese Knowledge Base

Ø Train	&	Test	dataset:	Training	&	Testing	set	from	NLPCC2016	KBQA	
challenge	（Train/dev/test:	11687/2922/9870）

An instance of (Question, Triple, Answer) tuple



Dataset	and	metrics

Ø Automatic	evaluation: Bleu-4	and	Rouge-4
Ø Human	evaluation:

1) Randomly	select	100	generated	questions.	
2) ask	2	experts	to	evaluate	whether	the	question	is	understandable	and	

answerable	(good	question	or	not).	
3) Use	the	ratio	of	good	questions	in	the	selected	100	questions	as	human	

evaluation	score



Dataset	and	metrics

Ø Diversity	evaluation:	measure	the	diversity	of	generated	questions	
with	the	same	relationship	(Question	Cluster)

书名

你知道(SUB)的名字吗？

(SUB)的名字是什么？

(SUB)是什么？

知道(SUB)叫什么名字吗？

QC2
QC1

QC3
相关人物

(SUB)的相关人物都有谁？

你知道(SUB)与谁相关么？

有人知道(SUB)的相关人物吗？

(SUB)的相关人物是什么？

节目时长

(SUB)这个节目一般多长时间？

(SUB)的时长是多少?

(SUB)有多长？

(SUB)这个节目有多长时间？

A set of question clusters



Dataset	and	metrics

Ø Diversity	evaluation:	DIVERSE
For	a	question	cluster	𝑄m ={𝑞9, 𝑞:,⋯ , 𝑞<}	and	
Corresponding	triple	cluster	𝐹m = { 𝑡9, 	𝑡:,⋯ , 𝑡< ,𝑅, [𝑜9, 	𝑜:,⋯ , 𝑜<]}

𝐷𝐼𝑉𝐸𝑅𝑆𝐸 =
1
𝐶<:
tt1 𝑖 ≠ 𝑗 𝑇𝑓𝑖𝑑𝑓V`>(𝑞`, 𝑞z)

<

zL9

<

`L9

the	smaller	DIVERSE is,	the	more	linguistically	diverse	the	generated	questions	
are.
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Experiment	results

Ø Automatic	&	human	evaluation

Ø Diversity	evaluation
Automatic	and	human	evaluation	performance	of	proposed	models.	

Diversity evaluation	of	proposed	models.	
N	equals	the	number	of	facts	inside	each	cluster
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Triple selection and question filtering

Ø Triple selection
for given triple < ℎ, 𝑟, 𝑡 >

1. remove entity description from head entity
万家灯火(林兆华李六乙导演话剧)

2. choose head entities which have more than 5 relationship 
connections (to ensure the quality of questions)

Head entity with 6 relationship connections
水冷机箱 ||| 别名 ||| 水冷机箱
水冷机箱 ||| 中文名 ||| 水冷机箱
水冷机箱 ||| 缺点 ||| 普遍体积过大，操作不够简单
水冷机箱 ||| 类型 ||| 电脑内部发热部件散热的一种装置
水冷机箱 ||| 功能 ||| 它包括水冷散热系统和防尘机箱
水冷机箱 ||| 英文名 ||| Water-cooled chassis

Head entity with 4 relationship connections
与幸福背道而驰 ||| 别名 ||| 与幸福背道而驰
与幸福背道而驰 ||| 中文名 ||| 与幸福背道而驰
与幸福背道而驰 ||| 作者 ||| ㄇ虚
与幸福背道而驰 ||| 小说进度 ||| 连载



Triple	selection	and	question	filtering

Ø Question filtering
1. Filter out questions with UNK token.
2. Filter out questions with 2-gram or more repetition.

谁知道知道再造幽冥进度怎么样了？
3. Filter out questions whose length are longer than 50.



Dataset	Analysis	- quantitative analysis

Ø Statistics of proposed dataset



Dataset	Analysis	- quality	analysis
Ø Performance of different models on the proposed dataset

we randomly select 21065 instances (question-answer pairs) from the proposed dataset 
and test the performance of three competitive models on the selected dataset.
Model Dataset Precision(%) Recall(%) F1(%)

(Lai et al.)
KBQA
Challenge
winner

2016test 86.60 86.60 86.60

2017test 47.23 47.23 47.23

Our 89.07 89.07 89.07

System 1
In the 
challenge

2016test 76.55 76.55 76.55

2017test 36.51 36.51 36.51

Our 78.25 78.25 78.25

System 2
In the 
challenge

2016test 74.38 74.38 74.38

2017test 31.46 31.46 31.46

Our 75.21 75.21 75.21

A Chinese Question Answering System for Single-Relation Factoid Questions     Lai et al.



Dataset	Analysis - quality	analysis

A Chinese Question Answering System for Single-Relation Factoid Questions     Lai et al.

Pre@1 Pre@2 Pre@5

Our 89.77 90.15 90.45



Future work

Ø Compositional Question Generation based on relational path
Given a relational path e.g. name->marriage->height. Generating 
compositional questions like ‘how tall is <name>’s wife/husband?’

Ø Question Generation based on machine comprehension
Given an article or several paragraphs. Try to generate meaningful 
questions according to the context.

Learning to Ask: Neural Question Generation for Reading Comprehension Du et al.
Identifying Where to Focus in Reading Comprehension for Neural Question Generation Du et al.



Thanks	for	your	listening!


